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Abstract

We had proposed a hop-by-hop IP traceback method
that can reliably trace a source of an attack. In this
paper, we describe the development and the evaluation
of our prototype system. The main features of our pro-
posed method are the packet feature, which is composed
of specific packet information contained in a packet for
identification of an unauthorized packet, and the algo-
rithm using datalink identifier to identify a routing of
a packet. We show the development of the prototype
system equipped with our tracing functions on routers
and its processing result as well as trace time.

1. Introduction

While the Internet as a business infrastructure in-
creases its importance, the number of unauthorized
access incidents on the Internet is growing, and such
activity tends to cause a great problem.

At present, the access control technologies includ-
ing firewalls are commonly used to prevent unautho-
rized access, but some specific way of access cannot be
stopped by the access control technologies. Nowadays,
installing Intrusion Detection Systems (IDS) coupled
with firewalls, and monitoring networks enables us to
quickly detect and react to unauthorized access. Fig-
ure 1 shows a current dealing with unauthorized ac-
cess. However, even if these tools can detect unautho-
rized activities, their sources cannot be identified. The
reason is that denial of service (DoS) attacks, which
have recently increased in number, can easily hide their
sources and forge their IP addresses. Thus, it is not
possible for the access control alone to be a deterrence
of unauthorized access.

As the measure of unauthorized access, it is nec-
essary to pinpoint the source in order to prevent the
unauthorized activity. For this reason, we have been

studying a method to identify the source of an autho-
rized activity and developed a prototype system.
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Figure 1. Dealing with Unauthorized Access

2. Related Studies
2.1 Traceback Method

The ability required to perform traceback is “to
identify the true IP address of the terminal originating
attack packets.” If we can identify the true IP address
of the attacker’s terminal, we can also get information
about the organization (e.g. name or telephone num-
ber) involved in the attack or the attacking terminal.

As the method of the source pursuit of unautho-
rized access, some researches using IP (Internet Pro-
tocol) are performed. The source pursuit using IP is
called IP Traceback. IP traceback methods can be di-
vided into two groups. One group that is categorized
as “ proactive tracing” prepares information for trac-
ing when packets are in transit. In a case where packet
tracing is required, the target of the attack refers infor-
mation and identifies the source of the packets [1, 2, 3].
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The other methods that are categorized as “reactive
tracing” start tracing when required. In our study, we
have selected reactive tracing that does not increase
network traffic at normal times and generates traffic
for tracing only when actual tracing is required.

2.2 The Trend of the Reactive Tracing
Methods

IP Network

)
Target Host

Figure 2. Hop-by-Hop Tracing

The majority of reactive tracing methods trace the
attack path from the target back to the source. The
challenges involved in this type of method are trace-
back algorithm and packet matching technique.

(1) Hop-by-Hop Tracing

This method is to trace an IP packet from the target
back to the source hop-by-hop, and trace the source
based on the incoming packets that arrive one after an-
other during a flood type attack (e.g. the DoSTracker
provided by former MCI). Figure 2 shows a flow of
trace to detect the source hop-by-hop.

(2) Hop-by-Hop Tracing with Overlay Network
The particular problems involved in tracing routers
hop-by-hop are that if there are too many hops, the
number of necessary processing for tracing will be in-
creased. As the result, it will take a longer time to
trace, and information for tracing can be lost before
trace processing is completed. Therefore, a method to
build the overlay network for tracing purposes that in-
volves a less number of hops is proposed[4]. With this
method, IP tunnels between the edge routers and the
special tracking routers have created, and the IP pack-
ets are rerouted to the tracking router via IP tunnel.
Hop-by-hop tracing is performed over the overlay net-
work that consists of IP tunnels and tracking routers.
(3) IPsec Authentication

Another proposed technique is that when unauthorized
access is detected, a Security Association (SA) of the
IPsec is created dynamically, and authenticating the
packet with IPsec identifies the travel path and the

source of the packet[5]. Since this technique uses ex-
isting IPsec protocol, it has an advantage that it is not
necessary to implement a new protocol.

(4) Traffic Pattern Matching

Another proposed technique traces the forwarding path
of the traffic by comparing traffic patterns observed at
the entry and exit point of the network based on the
network map|6].

3. Traceback Approaches

In the field of reactive tracing study, several meth-
ods that identify a source of a packet with forged source
IP address have been proposed. Although most of the
existing techniques deal with flood type DoS attacks,
there are more attacks using only one or a few IP pack-
ets such as attacks exploiting IP fragment or UDP. It
is important to be able to trace unauthorized access
using single packet.

Based on the above, we have proposed a hop-by-hop
traceback method [7, 8]. We are developing a system
implementing our method even if the attacker forges
its source IP address. Our system performs real-time
tracing and exactly identifies the source of the specific
packet along the attack path.

4. Our Traceback Architecture
4.1 Traceback Method

In general, the source IP address of a packet can eas-
ily be forged at the source of the packet. On the other
hand, it is difficult for a sender of a packet to forge
the datalink-level identifier when sending packets, be-
cause, in the event of frame or cell transfer, forwarding
unit (such as router) in turn converts the datalink-level
identifier to the interface identifier of the unit. There-
fore, at each forwarding unit, we can identify its adja-
cent unit having forwarded a particular packet based on
the datalink-level identifier of the adjacent unit and the
datalink-level identifier corresponding to the packet.

In our approach, we keep forwarded packets and
MAC address corresponding to their datalink-level
identifier in each forwarding unit and identify the ad-
jacent unit by searching for the forwarded packet that
corresponds to an attack packet. Beginning with the
forwarding unit closest to the sensor that has detected
unauthorized access, we identify each adjacent forward-
ing unit along the attack path, and ultimately reach the
source of the attack packet even if a forged source IP
address is used.
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4.2 Owur Traceback Model

In this section, we describe our traceback architec-
ture that identifies the source of a packet with forged
source IP address. The architecture consists of the fol-
lowing three components:

(1)Sensor

This component has two functions. One is to detect
unauthorized access from the network (the same func-
tion as existing IDSs have) and another is to request a
manager to start tracing.

(2)Tracer

This component implements a function to maintain in-
formation about forwarded IP packets as well as a func-
tion to trace the source of the forwarded packet along
the attack path on forwarding unit.

(3)Manager

In response to a request from a sensor, this component
controls traceback tasks.

We can install a tracer and a manager on each unit
(Figure 3), or install a single manager as a central man-
ager of the entire network (Figure 4).

Forwarding unit

4 i
S M M M SC

120 | A |11 A0 A
240 B Sy © 8y |9

A 4 A 4 A 4 : sensor

T T T
: tracer
: manager

. source

Figure 3. Basic Model of Our Traceback Method

In practical terms, particular network policy may
restrict tracing a packet with certain limitation. We
cannot trace a packet beyond our own network perime-
ter if neighboring networks impose different policy.
Therefore, we consolidate managers in a specific policy-
controlled network perimeter and install an overall
manager (”monitoring manager”) for each perimeter.
Using the monitoring manager, we can give orders for
tracing to the different policy-controlled networks and
receive the results from them. We select the single
manager model that enables us to control and monitor
tracing tasks between network perimeters that impose
different policy.
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Figure 4. Traceback Model of Single Manager
Method

4.3 Traceback Protocol

The basic functions of the traceback protocol define
the following tasks:

(1) A trace request from a sensor and a notice of the
tracing result to the sensor

(2) A trace order from a monitoring manager to a

tracer and a notice of the processing result to the
monitoring manager

exchanged between monitoring managers

Table 1. Message of Traceback

(3) A trace request and a notice of the tracing result

Message Name |

Operation

Trace Request

Trace Request from a sensor to

a manager

Notification of Trac-
ing Result

Notification of Traceing Result

from a manager to sensor

Trace Order between

managers

Trace Order from an original

manager to a requested manager

Notification of Trac-
ing Result between

managers

Notification of Tracing Result
from a requested manager to an

original manager

Trace Order

Trace Order from a manager to

a tracer

Notification of Pro-

cessing Result

Notification of Tracing Result

from a tracer to a manager
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Table 1 describes the protocol commands and their
functions.

We explain the tracing flow of Figure 4. If a sen-
sor detects unauthorized access, the sensor notifies
the monitoring manager of detection. At this time,
unauthorized access’s information (packet feature) is
notified to the manager. The pursuit of unautho-
rized access’s source starts by this notification (se-
quence 1:Trace Request). The monitoring manager
sends the unauthorized access’s information to a tracer
with which the sensor is connected, and inquires to the
tracer from which tracer the unauthorized access came
(sequence 2:Trace Order). The tracer analyzes this
information, specifies the tracer by which the unau-
thorized access came, and returns information on the
tracer by which the unauthorized access came (se-
quence 3:Notification of Processing Result). The mon-
itoring manager decides the next tracer from informa-
tion returned from the tracer, and puts out the in-
quiry to the next tracer. This procedure is continued
to the tracer with which unauthorized access’s source
is connected (sequence 4, 5, and 6). The tracer with
which unauthorized access’s source are connected re-
turns source’s information to the monitoring manager,
when unauthorized access information from the moni-
toring manager and source’s information is correspond-
ing (sequence 7). The monitoring manager ends the
pursuit, and notifies source’s information to the sensor
(sequence 8:Notification of Tracing Result).

4.4 Packet Feature

Our traceback method uses a packet feature [9] as
a parameter for Trace Request and Trace Order. In
order to uniquely identify the individual packet, we ex-
tract several fields of the IP packet that are not altered
by tracers and create a packet feature. The extracted
fields are as follows:

e Version
Header Length

Identification

Protocol

Source and Destination IP addresses
A part of IP data

If we create a packet feature consisting of only IP
header fields, identical packets may exist. Therefore, in
order to improve the precision of packet identification,
we decide to include a part of IP data field (maximum
20 bytes). Figure 5 shows the structure of the packet
feature.

0 4 8 16 19 31

version | feader [Teof]  jotal
Identification Flags Fragment
TTL |Protccol Header Checksum

Source IP Address

Desrination IP Address

Options Padding

IP Data Part ... (MAX 20Bytes

The meshed fields represent Packet Feature

Figure 5. Structure of Packet Feature

5. Implementation of Our Traceback Sys-
tem

We have developed a traceback system based on our
architecture and protocol.

5.1 Implementation Model

On our traceback method, we implement sensor
for detecting unauthorized access and for making a
trace request, tracers for executing trace tasks and a
monitoring manager for centrally controlling the tasks.
(1) Sensor
Sensor detects unauthorized activity, then asks for
tracing the source and receives the result.

(2) Tracer

Tracer actually traces packets from the victim site to
the source of the packets along the attack path. In
order to utilize existing forwarding unit, we append
the tracing functions to forwarding unit.

(3) Monitoring manager

Monitoring manager orders tracers to start tracing
in response to requests from sensor. Additionally, it
orders upstream tracer to start tracing. When the
source of a packet is identified, monitoring manager
returns the result to the sensor. It also monitors the
status of tracing tasks based on the status information
sent from tracers.

5.2 Implementation Method

This section describes how to implement a tracer,
which is one of the major functions in tracing tasks.
5.2.1 Implementation of Tracer

The tracing function consists of 2 modules.
(a) Packet Conversion and Store process
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It creates a packet feature from a packet that passes
through the tracer, and stores the packet feature.

(b) Trace and Search process

With Trace Order from a manager, the tracer performs
tracing process, and returns the result to the manager.

— Packet ——
Routing Conversion
process

and Store

process
Packet

Trace
Informat

-

| Upstream 1

Packet Network

—L Search - Interface

] module Decision
module I

Protocol process

Figure 6. Structure of Tracer

Figure 6 shows the structure and the activities of
the tracer.
(1) Packet Conversion and Store process
After routing process, Packet Conversion and Store
process gets a packet to forward and creates a record
containing the address of the upstream unit (MAC ad-
dress) and a packet feature extracted from the packet.
This record is stored into Packet Information Area in
the tracer. Every incoming packet is processed through
this procedure.
(2) Trace and Search process
Trace and Search process has two modules: Packet
Search module and Upstream Network Interface Deci-
sion module. Packet Search module accepts Trace Or-
der and searches for the specified packet feature from
Packet Information Area. If a record matching with the
trace packet is found, Upstream Network Interface De-
cision module decides the upstream network interface
and notices this trace result to the monitoring manager
using Notification of Processing Result.

5.2.2 Trace Algorithm

We have developed and implemented the algorithm
that processes Trace Order reception, trace execution
for upstream path decision and trace report. Below we
describe our algorithm.

When a tracer receives Trace Order, this order ac-
companied with a packet feature is passed to Packet
Search module in Trace and Search process. Packet
Search module searches Packet Information Area for
the record that matches with the packet feature. On

our implementation, searching starts from the latest
record in Packet Information Area, and the first record
that matches with the packet feature is recognized as
the target record to trace.

Next, information of the target record is passed to
Upstream Network Interface Decision module. This
module compares the address information in the tar-
get record (for LAN, this is a MAC address) with the
address information (MAC address and IP address) of
the connected tracer stored in the trace information.
Based on the matching MAC address, the upstream
IP address is decided and returned to the monitoring
manager as the trace result. The monitoring manager
decides the next unit to trace based on the result and
order the tracer to start tracing. This process is re-
peated until the source is detected.

5.2.3 Information Management

There are two types of information used in tracers.
One is the packet information that converts traversed
packets information into packet features and stores
them, and the other is the network interface informa-
tion that stores network interface information between
two units connected each other.

(1) Packet Information Area

For all packets that traverse tracers, we create packet
features containing necessary information for tracing.
Next, we add network interface information of the
unit that forwarded the packet and the forwarding
time to the packet feature to create a record, which is
finally stored in Packet Information Area. Under LAN
configuration, the MAC address is the network inter-
face information. Tracers store these records in the
order of creation until the memory capacity becomes
full. On our implementation, records are stored in the
memory area of the tracer for the purpose of real-time
processing. If the volume of Packet Information Area
exceeds the memory capacity, the oldest record will be
deleted and the latest one will be stored in turn.

(2) Trace Information

We have studied three methods for obtaining network
interface information from the unit connected with
the tracer.

Method 1: trace table method
Checking the network interface number, IP addresses
and physical addresses (e.g. MAC address on LAN) of
the connected tracers in advance, and storing them in
the unit.

Method 2: ARP table method
Using the ARP table stored in the unit to look up
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the IP address and physical address of the connected
tracer when Trace Order is received.

Method 3: order-driven query method
Without providing a fixed table, obtaining network
interface information using the lower layer protocols
(e.g. RARP protocol) in response to Trace Order.

We have reviewed each method and reached the fol-
lowing conclusion: As network interface information is
temporarily stored in the ARP table, some information
may be changed or may not be available when search-
ing the table; Although the order-driven query method
is suitable for obtaining the latest network interface in-
formation, the process is complicated and takes longer
time because the query task to the adjacent node is
called every time a trace order is issued. Therefore, we
select the trace table method that provides real-time,
reliable, and efficient tracing.

5.2.4 Required Memory of Tracer

We retain packet information in the memory area of
the tracer. However, the memory area has a limited
capacity. Therefore, we examine possible duration for
Packet Information Area to retain packet information
based on the network traffic and memory capacity of
the unit. We set the following conditions for the exam-
ination: the packet stream to the tracer is from 1 Mbps
to 10 Mbps, and the packet length is 1,000 bytes. The
length of the record retained is 60 bytes, and it has
packet feature, time, address of the upstream interface
and sequence number fields. Figure 7 explains the es-
timation of memory capacity necessary for the tracer.

25
TMbps
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Elapsed time (seconds)

Figure 7. Required Memory of Tracer

6. Implementation of the Traceback System
6.1 Implementation
We have implemented sensor, tracers and monitor-

ing manager on our traceback system. Table 2 shows
the specification of the implementation

Table 2. Specification of Implementation

Kawasaki Steel A2DIS SV-1000
CPU:MC68360 25MHz
Memory:16MB

(Packet Information Area:8MB)
Network Interface:10Mbps
OS:INFOS/INCS

DELL PowerEdge1300
CPU:600MHz PentiumIII
Memory:384MB

Network Interface Card:Intel Pro/100+x2
OS:FreeBSD 4.2-RELEASE

Sun Enterprise 250Server
CPU:UltraSPARC-IT 400MHz x 1
Memory;512MB

OS:Solaris2.7

Tracer

Sensor

Monitoring
Manager

6.2 Experimental Result

We have built a traceback system equipped with 1
sensor, 3 tracers, and 1 monitoring manager. Figure 8
shows a process flow of the trace from an attacked
server to a terminal with forged IP address. This figure
shows to detect the source of attacking terminal.

6.3 Experimental Result of Trace Time

We have built a traceback system equipped with
1 sensor, 10 tracers, and 1 monitoring manager (Fig-
ure 9). In this measurement of a trace time, we have
connected a terminal with forged IP address to 1st,
2nd, 3rd, 4th, 6th, 9th, 10th tracer, and have attacked
from this terminal to the target server. We have mea-
sured the trace time from an issue of Trace Request
until an acceptance of Notification of Tracing Result.
We have assumed that packet features were filled in
Packet Information Area, and Packet Source module
has searched a packet feature until the end of Packet
Information Area. And only trace packets existed on
the experimental network, while tracing.

We have measured the trace time of each measure-
ment point 5 times and calculated the average values of
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Figure 8. Diagram of A Process of Trace Flow

3 values except a maximum and a minimum value. Ta-
ble 3 shows our experimental result of trace time [10].

This measurement time contains the communication
time between the sensor and the tracer, the monitoring
manager, the pursuit processing time in the tracer, and
the processing time in the monitoring manager. This
experiment result showed that the trace time in the
10 tracers was less than 3 seconds, when there was no
network load.

Table 3. Experimental Result of Trace Time

7 Conclusions and Future Work

We have created a traceback system that can pur-
sue the source even if an IP address is forged, and have
demonstrated the effectiveness of the traceback pro-
cessing. We will change the network load and measure
the trace time. And we will consider the relationship
among trace time, the network load, and the number
of tracers.

In the viewpoint of the introduction of the traceback,
we have 2 subjects. First subject is method to identify
matching packets and identify the sources under DDOS
attack where identical packets are sent from different
sources. Second subject is method to introduce the

Number of Hop | Elapsed time (sec) tracer function. At the first step, the introduction of
1 0.300 this method assumes the limited network such as In-
2 0.419 tranet. We think that it is possible to implement the
3 0.609 tracer function on all the network equipments in such
4 0.910 a network environment. However, it is assumed that
6 1.723 it is impossible to implement the tracer on all the net-
9 2.464 work environments by the open network. Then, the
10 2.598 method that the source can be pursued is needed when
the tracer function is partially introduced.
We will further study how to improve the accu-
racy of the packet search process., and develop the IP
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